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(57) ABSTRACT

An image of the iris contained in an image of an eye is
accurately specified. An image of the iris contained in a
digital image (P) of an eye is accurately specified. In view of
low-intensity pixels of the digital image (P) of the eye, and
high-intensity pixels having a predetermined relationship
with the low-intensity pixels, a reference pixel (PX,) that
defines the center of the pupil is determined. Thereby, the
center of the pupil can be specified more accurately when
compared to the case where, for example, it is determined
only from the low-intensity pixels. Therefore, the accuracy of
the process to specify the iris image on the basis of the
reference pixel is improved, and as a result, the iris image can
be accurately specified.

14 Claims, 23 Drawing Sheets

1

PUPIL CENTER

POSITION IDENTIFYING|
UNIT

RIS PATTERN
IDENTIFYING UNIT

L - 80
COMPARISON DEVICE
v

COMPARISON RESULT



U.S. Patent Jul. 14, 2015

F

Sheet

IG. 1

10f23

IMAGING DEVICE

dw o n o R e EER R R MR S G MWR G % OWER A R NER R 2

! LOW-INTENSITY PIXEL
EXTRACTION UNIT

; ASSIGNM

ENT UNIT

! REFERENCE PIXEL

SETTING UNIT

i CIRCLE SETTING UNIT

E OPERATION UNIT

i JUDGMENT UNIT

| PUPIL CENTER

i POSITION IDENTIFYING

UNIT

| ]

AREA SETTING UNIT

IRIS PATTERN

! IDENTIFYING UNIT

COMPARISON DEVICE

COMPARISON RESULT

US 9,078,600 B2



U.S. Patent Jul. 14, 2015 Sheet 2 of 23 US 9,078,600 B2

FIG. 2

RY




U.S. Patent Jul. 14, 2015 Sheet 3 of 23 US 9,078,600 B2

FIG. 3
P1
¢
e

4

N




U.S. Patent Jul. 14, 2015 Sheet 4 of 23 US 9,078,600 B2

FIG. 4




U.S. Patent Jul. 14, 2015 Sheet 5 of 23 US 9,078,600 B2
FIG. 5
PX(1.1) PX(5.12) SAMP1 PX(1.20)
o | el
I
l
/h
|
/ \
| \
| \
/ \
/ \
S / | N
PX(16.1) PX(16. 20)

PX(8. 8)

PX(9.12)



U.S. Patent Jul. 14, 2015 Sheet 6 of 23 US 9,078,600 B2

PX(1,1) SAMP1 PX(1.20)
/ v /
',‘l”\
ST N
ANk
TN DHDE
AT,
NN
\~1’
™~ N
PX(16.1) PX(16, 20)
PX(1,1) SAMP1 PX(1, 20)
/ y /
1
IRERBE
AEBHRBE
A Tt
BRERERERNBEE
T2 {1]1]1
N R BE
VWEEERERE
R EDS
(1] L
N S

PX(16.1) PX(16, 20)



U.S. Patent Jul. 14, 2015 Sheet 7 of 23 US 9,078,600 B2

FIG. 7
PX(1.1) SAMP1 PX(1.20)
/ y %
1
BEEERRRE
BEEERERE
EEEERER KR ERRRE
Tttt 211 21T
1)1 r|3l2]2]2]2]-
il 2l22]]1] °
BEREEEAEARE KB BB AR
IR
RNEREEERER R K
N‘i/
N <

PX(16.1) PX(16, 20)



U.S. Patent Jul. 14, 2015 Sheet 8 of 23 US 9,078,600 B2

FIG. 8




U.S. Patent Jul. 14, 2015 Sheet 9 of 23 US 9,078,600 B2

FIG. 9

P1.P3




U.S. Patent Jul. 14, 2015 Sheet 10 of 23 US 9,078,600 B2

FIG. 10

PG1




U.S. Patent Jul. 14, 2015 Sheet 11 of 23 US 9,078,600 B2




U.S. Patent Jul. 14, 2015 Sheet 12 of 23 US 9,078,600 B2

FIG. 12

PG1




US 9,078,600 B2

Sheet 13 of 23

Jul. 14, 2015

U.S. Patent

FIG. 13




U.S. Patent Jul. 14, 2015 Sheet 14 of 23 US 9,078,600 B2

FIG. 14A

Y
P1

o
5
s
#*
<
£
A .
FERY
EaH
LA H
Pl
H {’. 1}’;0:.
/ S AN
H AT LR TR 9
; ) o R I SN
H : 3 [N ,‘~'»3‘€':" i
¥ ¥ I v 81 E (L]
t H F I e i h X
: : ; LS LY X
: 4
B H

F1 F2

A ) -
A i o e g T s
g i o O e
| Yogrgird T T
e B e, v
P B s N
T i M T’ SN

rotn, fd
g r
i

N e
#

o o - - - -1

|
|
|
|
I
1

C

o

FIG. 14B

AVERAGE INTENSITY VALUE

SL




U.S. Patent Jul. 14, 2015 Sheet 15 of 23 US 9,078,600 B2

FIG. 15

Cq(0)

»
-

>

S

-t




U.S. Patent Jul. 14, 2015 Sheet 16 of 23 US 9,078,600 B2

FIG. 16




U.S. Patent

Jul. 14, 2015

Sheet 17 of 23

FIG. 17

US 9,078,600 B2

1
) é&ﬂl! gﬂ}h.,
7 2 AT

Lk
',

T




U.S. Patent Jul. 14, 2015 Sheet 18 of 23 US 9,078,600 B2




U.S. Patent Jul. 14, 2015 Sheet 19 of 23 US 9,078,600 B2

2
380 1/
e e
30b 30
| o 2 o
i MAIN AUXILIARY i
i CPU MEMORY MEMORY :
: UNIT UNIT !
! i
| 30¢g '
; <
. !
; 30d 30e 30f ; 10
!
: DISPLAY INTERFACE . IMAGING
i UNIT INPUT UNIT UNIT i DEVICE
; i
50
¢
COMPARISON
DEVICE

COMPARISON RESULT



U.S. Patent

Jul. 14, 2015 Sheet 20 of 23 US 9,078,600 B2

FIG. 20

START
8101

LOW-INTENSITY PIXEL EXTRACTION

] S102

VALUE ASSIGNMENT [
! $103

] —

REFERENGE PIXEL SETTING

S104

—

CIRCLE SETTING

5105

—

OPERATION PROCESSING

S106

IS THE RATIO R,
EQUAL TO OR GREATER THAN

Yes A SPECIFIED VALUE?

S107
PUPIL CENTER POSITION }~~
IDENTIFICATION
v s108
AREA SETTING
S109
CHARACTERISTIC CURVE |
CALCULATION
v s110
IRIS PATTERN d
IDENTIFICATION
S111
OUTPUT TO THE |~

COMPARISON DEVICE

END



U.S. Patent Jul. 14, 2015 Sheet 21 of 23 US 9,078,600 B2

START
Al S101
LOW-INTENSITY PIXEL _ }—
EXTRACTION
v S102
o
s121 VALUE ASSIGNMENT
THRESHOLD _ |— T
VALUE CHANGE ~s108
REFERENCE PIXEL SETTING
$104
-
CIRCLE SETTING
v S105
—
OPERATION PROGESSING

S106

IS THE RATIO R
EQUAL TO OR REATER THAN A
SPECIFIED VALUE?

Yes

PUPIL CENTER POSITION |~
IDENTIFICATION

AREA SETTING
S109
CHARACTERISTIC CURVE |~
CALCULATION
S$110
IRIS PATTERN I~
IDENTIFICATION
S111
OUTPUT TO THE | —
COMPARISON DEVICE

END



U.S. Patent Jul. 14, 2015 Sheet 22 of 23 US 9,078,600 B2

FIG. 22A

JUDGMENT VALUE

RADIUS r

re

FIG. 22B

JUDGMENT VALUE

RADIUS r

re



US 9,078,600 B2

P1

Sheet 23 of 23

FIG. 23

Jul. 14, 2015

e, [
apie” -
gy -
=
i
T o
~Eren o - Y
By e S Yo
—_— el %, ﬂ.m.;
- A
SR 8,
H £ X
H LN
wy
I 0 s
N % s
RRY B
0 %
S % B et
s s e
if )il ; -~

U.S. Patent




US 9,078,600 B2

1
IMAGE PROCESSING DEVICE, BIOMETRIC
AUTHENTICATION DEVICE, IMAGE
PROCESSING METHOD, AND RECORDING
MEDIUM

This application is the National Phase of PCT/IP2010/
050830, filed Jan. 22, 2010, which is based on Japanese
Patent Application No. 2009-012411, filed on Jan. 22, 2009.
The entire specification, claims and drawings of Japanese
Patent Application No. 2009-012411 are incorporated in this
specification by reference.

TECHNICAL FIELD

The present invention relates to an image processing
device, biometric authentication device, image processing
method and recording medium, and more particularly to an
image processing device that performs image processing on a
digital image of an eye, a biometric authentication device that
performs authentication using a pattern of an iris, an image
processing method for performing image processing on a
digital image of an eye, and a computer readable recording
medium on which a program is recorded for causing a com-
puter to perform image processing on a digital image of an
eye.

BACKGROUND ART

In recent years, in addition to codes and passwords that are
combinations of letters and symbols, research and develop-
ment in the biometric authentication technology of perform-
ing authentication by using physical features of a target per-
son is being performed. In performing biometric
authentication, physical features such as fingerprints, dorsal
hand vein patterns, the iris patterns of eyes, voice prints, and
the like that are not uniform among individuals are typically
used. Particularly, as authentication accuracy improves, and
the cost of devices comes down, authentication devices that
use fingerprints or dorsal hand vein patterns are starting to be
used in various kinds of devices such as an ATM (Automatic
Teller Machine) or a personal computer (PC).

However, in authentication using fingerprints or dorsal
hand vein patterns, the target person must bring part of the
body such a finger or hand in contact with or close to the
device. Therefore, recently biometric authentication technol-
ogy that uses the iris pattern of an eye is gaining much atten-
tion (for example, refer to Patent Literature 1).

RELATED LITERATURE
Patent Literature
Patent Literature 1: Japanese Patent Number 3,307,936

DISCLOSURE OF INVENTION
Problem to be Solved by the Invention

The iris of an eye has characteristic properties such as
expanding or contracting as it reacts to light, and changing
shape according to the direction of the eye. Therefore, in
order to perform accurate authentication using an iris pattern,
the image of the iris that is included in an image of an eye must
be identified accurately.

Taking into consideration the conditions above, the object
of the present invention is to provide an image processing
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2

device that is capable of accurately identitying an image of an
iris that is included in the image of an eye.

Means for Solving the Problem

In order to accomplish the object of the invention, an image
processing device of a first aspect of the present invention
comprises: an extraction unit that extracts low-intensity pix-
els, which have an intensity equal to or less than a specified
intensity, from a digital image of an eye; an assignment unit
that sequentially selects the low-intensity pixels that were
extracted by the extraction unit, and sequentially assigns
specified values to each pixel that is within a specified dis-
tance from the selected low-intensity pixels; and a setting unit
that, based on a value that is totaled for each pixel of values
that are assigned to the pixels, sets a reference pixel that
corresponds to the center of the pupil of the eye.

A biometric authentication device of a second aspect of the
present invention comprises an imaging device that takes a
digital image of an eye, and the image processing device of
the present invention.

An image processing method of a third aspect of the
present invention comprises steps of: extracting low-intensity
pixels, which have an intensity equal to or less than a specified
intensity, from a digital image of an eye; sequentially select-
ing the low-intensity pixels that were extracted by the extrac-
tion unit, and sequentially assigning specified values to each
pixel that is within a specified distance from the selected
low-intensity pixels; setting, based on a value that is totaled
for each pixel of values that are assigned to the pixels, a
reference pixel that corresponds to the center of the pupil of
the eye; specifying, in the digital image, a first circle, the
center thereof being the reference pixel, and a second circle
having a radius greater than that of the first circle; calculating
the ratio of the amount of increase in the number of low-
intensity pixels inside the second circle from the number of
low-intensity pixels inside the first circle with respect to the
amount of increase in the surface area of the second circle
from the surface area of the first circle; and when the ratio
calculated is equal to or less than a specified value, moving
the second circle and detecting the position of the center of the
second circle where the number of low-intensity pixels inside
the second circle becomes a maximum.

A recording medium of a fourth aspect of the present
invention records a program that causes a computer to func-
tion as: an extraction unit that extracts low-intensity pixels,
which have an intensity equal to or less than a specified
intensity, from a digital image of an eye; an assignment unit
that sequentially selects the low-intensity pixels that were
extracted by the extraction unit, and sequentially assigns
specified values to each pixel that is within a specified dis-
tance from the selected low-intensity pixels; a setting unit
that, based on a value that is totaled for each pixel of values
that are assigned to the pixels, sets a reference pixel that
corresponds to the center of the pupil of the eye; a specifica-
tion unit that, in the digital image, specifies a first circle, the
center thereof being the reference pixel, and a second circle
having a radius greater than that of the first circle; an opera-
tion unit that calculates the ratio of the amount of increase in
the number of low-intensity pixels inside the second circle
from the number of low-intensity pixels inside the first circle
with respect to the amount of increase in the surface area of
the second circle from the surface area of the first circle; and
aposition detection unit that, when the ratio calculated by the
operation unit is equal to or less than a specified value, moves
the second circle and detects the position of the center of the
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second circle where the number of low-intensity pixels inside
the second circle becomes a maximum.

Effect of the Invention

With the present invention, it is possible to accurately
identify an image of an iris that is included in an image of an
eye.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram that schematically illustrates the
construction of a biometric authentication device of a first
embodiment of the present invention.

FIG. 2 is a diagram illustrating a digital image.

FIG. 3 is a diagram illustrating an image that simplifies the
digital image.

FIG. 4 is a diagram illustrating a binary image.

FIG. 5 is a diagram illustrating a sample image.

FIG. 6A is a diagram for explaining the operation of an
assignment unit (1/3).

FIG. 6B is a diagram for explaining the operation of an
assignment unit (2/3).

FIG. 7 is a diagram for explaining the operation of an
assignment unit (3/3).

FIG. 8 is a diagram illustrating an image that is obtained
from the processing of the assignment unit.

FIG. 9 is a diagram illustrating an image for explaining the
processing results of the assignment unit.

FIG.10is a diagram illustrating a low-intensity pixel group
and high-intensity pixel group of a pupil.

FIG. 11 is a diagram for explaining the operation of a circle
setting unit (1/2).

FIG. 12 is a diagram for explaining the operation of a circle
setting unit (2/2).

FIG. 13 is a diagram for explaining the operation of an area
setting unit (1/2).

FIG. 14A is a diagram for explaining the operation of an
area setting unit (2/2).

FIG. 14B is a diagram illustrating a characteristic curve.

FIG. 15 is a diagram for explaining the operation of an iris
pattern identifying unit.

FIG. 16 is a diagram from explaining the operation of a
comparison unit (1/3).

FIG. 17 is a diagram from explaining the operation of a
comparison unit (2/3).

FIG. 18 is a diagram from explaining the operation of a
comparison unit (3/3).

FIG. 19 is a block diagram of a biometric authentication
device of a second embodiment of the present invention.

FIG. 20 is a flowchart illustrating the operation of an image
processing device.

FIG. 21 is a flowchart illustrating the operation of an image
processing device of a third embodiment of the present inven-
tion.

FIG. 22A is a graph illustrating the relationship between
the saturation and radius.

FIG. 22B is a graph illustrating the relationship between
the judgment value and radius.

FIG. 23 is a diagram for explaining a variation of the
operation for identifying an iris pattern.
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4
BEST MODE FOR CARRYING OUT THE
INVENTION

(Embodiment 1)

In the following, a first embodiment of the present inven-
tion will be explained with reference to FIG. 1 to FIG. 19.
FIG. 1 is a block diagram that schematically illustrates a
biometric authentication device 1 of a first embodiment. The
biometric authentication device 1 is a device that performs
authentication using an iris pattern of the target person. The
biometric authentication device 1 comprises an imaging
device 10, an image processing device 30 and a comparison
device 50.

The imaging device 10 comprises a lighting device that
shines light that includes infrared rays, for example, and an
infrared camera having an infrared filter that cuts out all
visible light except infrared rays. The imaging device 10
outputs a digital image, which was obtained by taking an
image of the eye of a target person, to the image processing
device 30. FIG. 2 illustrates a digital image P, which is an
example of a digital image that was taken by the imaging
device 10. As can be seen from FIG. 2, the imaging device 10
takes an image of at least the iris of the target person and part
of'the surrounding eyelid and eyelashes. The imaging device
10 takes an image using infrared light, so the digital image P
is a grayscale image.

The image P1 that is illustrated in FIG. 3 is an image that
simplifies the digital image P by using only lines for the
contour of the iris and surrounding portions. In the following,
for convenience, the explanation will use digital image P, and
as necessary, the explanation will use the image P1 that cor-
responds to the digital image P.

Returning to FIG. 1, the image processing device 30 has a
low-intensity pixel extraction unit 31, an assignment unit 32,
a reference pixel setting unit 33, a circle setting unit 34, an
operation unit 35, a judgment unit 36, a pupil center position
identifying unit 37, an area setting unit 38, and an iris pattern
identifying unit 39.

The low-intensity pixel extraction unit 31 extracts low-
intensity pixels having an intensity that is equal to or less than
a specified value from the plurality of pixels of the digital
image P that is outputted from the imaging device 10. Extrac-
tion of the low-intensity pixels is performed, for example, by
converting the digital image P to a binary image, and extract-
ing pixels having intensity at that time of 0. As an example,
FIG. 4 illustrates a binary image P2 that is obtained by per-
forming image conversion using a specified threshold value.
The low-intensity pixel extraction unit 31 extracts low-inten-
sity pixels of the black portions of the binary image P2 illus-
trated in FIG. 4, and outputs information that includes the
extraction results to the assignment unit 32. The threshold
value used by the low-intensity pixel extraction unit 31 can be
set according to the imaging conditions of the digital image P.
In this embodiment, this threshold values is set so that in the
binary image P2, pixels of the iris image appear as high-
intensity pixels, and pixels of the pupil image appear as low-
intensity pixels. By setting the threshold value in this way, in
the binary image P2, the pixels of the image of the pupil and
eyelashes mainly appear as low-intensity pixels.

The assignment unit 32 sequentially selects low-intensity
pixels that were extracted by the low-intensity pixel extrac-
tion unit 31, and assigns a value of 1, for example, to each of
the plurality of pixels that are within a specified distance from
the selected low-intensity pixels. In the following, the opera-
tion of the assignment unit 32 will be explained with refer-
ence to FIG. 5, which illustrates a sample image SAMP1.
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In the example illustrated in FIG. 5, the sample image
SAMP1 is an image having pixels PX(m,n) that are arranged
in a 16 rowx20 column matrix. Here, m is an integer that
expresses the row number 1 to 16, and n is an integer that
expresses the column number 1 to 20. This image SAMP1 is
a binary image having three low-intensity pixels PX(5,12),
PX(8.8) and PX(9,12), and the remaining pixels PX being
high-intensity pixels, so the low-intensity pixel extraction
unit 31 extracts the three low-intensity pixels PX(5,12), PX(8,
8) and PX(9,12). The assignment unit 32 selects the low-
intensity pixel PX(5,12) that is on the row 5. Moreover, as can
be seen by referencing FIG. 6A, the assignment unit 32
assigns 1 to the low-intensity pixel PX(5,12) and to each of
pixels PX(m,n) that are within a specified distance from this
low-intensity pixel PX(5,12).

Next, the assignment unit 32 selects the low-intensity pixel
PX(8.8) on row eight, and as can be seen by referencing FIG.
6B, the assignment unit 32 assigns 1 to the low-intensity pixel
PX(8.8) and the each of the pixels PX(m,n) that are within a
specified distance from this low-intensity pixel PX(8.8).
Here, the pixel PX(6,10) on the sixth row and the pixel PX(7,
10) on the seventh row are within the specified distance from
both of the low-intensity pixels PX(5,12) and PX(8.,8). There-
fore, for these pixels PX(6,10) and PX(7,10), the assignment
unit 32 totals the values that have been assigned up to this
point. As soon as processing is complete, for pixels PX(6,10)
and PX(7,10), the totaled value of the assigned values is 2.

Next, the assignment unit 32 selects the low-intensity pixel
PX(9,12). As can be seen by referencing FIG. 7, the assign-
ment unit 32 assigns 1 to the low-intensity pixel PX(9,12) and
the pixels PX(m,n) that are within a specified distance from
this low-intensity pixel PX(9,12). Here, the pixel PX(7,10) on
row seven is within a specified distance from both of the
low-intensity pixels PX(5,12), PX(8,8) and PX(9,12). There-
fore, for pixel PX(7,10), the assignment unit 32 totals the
values that have been assigned up until then. After processing
is complete, for pixel PX(7,10), the total value of the assigned
values becomes 3. The assignment unit 32, executes the pro-
cessing above for all of the low-intensity pixels that are
included in the image. As a result, total values of the assigned
values are calculated for each pixel PX(m,n).

In the image processing device 30, the assignment unit 32
executes the processing described above for all of the low-
intensity pixels of the binary image P2. FIG. 8 illustrates an
image P3, which is an image that schematically illustrates the
result after the assignment unit 32 has performed the process-
ing above on the low-intensity pixels that form the black
portions of the binary image P2. In image P3, the state is
illustrated in which pixels are colored with a higher density
the larger the total value of the values assigned by the assign-
ment unit 32 is. The assignment unit 32 outputs the results of
the processing above to the reference pixel setting unit 33.

The reference pixel setting unit 33 sets the pixel having the
largest total value of the assigned values as the reference pixel
PX,, and outputs the position of this reference pixel PX, to
the circle setting unit 34. As illustrated in FIG. 8, this refer-
ence pixel PX,, coincides with the position of the pixel in
image P3 thatis displayed with the highest density. Moreover,
FIG. 9 illustrates an image that is the result of overlapping
image P1 (see FIG. 3) and image P3 (see FIG. 8) (in other
words, is an image for explaining the processing result of the
assignment unit 32). As illustrated in FIG. 9, the position of
the reference pixel PX,, coincides with nearly the center of the
pupil of the eye in image P1.

Incidentally, normally, when taking an image of an eye that
includes the pupil, due to the effect of the reflected light that
is reflected by the surface of the cornea, the intensity of part of
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the pixels from among the pixels that form the pupil becomes
high. As a result, the pixel group that forms the pupil that
appears in the binary image P2 is divided into a low-intensity
pixel group PG1 and high-intensity pixel group PG2. FIG. 10
illustrates an example of a low-intensity pixel group PG1 and
high-intensity pixel group PG2 of the pupil that is included in
the binary image P2. As can be clearly seen from FIG. 10, in
this embodiment, the high-intensity pixel group PG2 is
eccentrically located within the pixels of the image of the
pupil, so it is thought that as the number of pixels of the
high-intensity pixel group PG2 increases, the position of the
reference pixel PX,, gradually shifts from the center of the
pupil. Therefore, the image processing device 30 detects the
center position of the pupil based on the distribution of the
low-intensity pixel group PG1 of the pupil in the binary image
P2, and position information about the reference pixel PX,,.
Detection of the center position of the pupil is performed by
the circle setting unit 34, operation unit 35, judgment unit 36
and pupil center position identifying unit 37 working
together.

As illustrated in FIG. 11, first, the circle setting unit 34 sets
acircle C(1) having the reference pixel PX,, as the center. The
radius r(1) of this circle C(1) is set so that it is sufficiently
smaller than the radius of the pupil. Next, the circle setting
unit 34 sets a circle C(2) having the reference pixel PX,, as the
center, and having a radius that is larger than the radius r(1) of
the circle C(1).

For example, preferably the radius r(1) of the circle C(1) is
set with the distribution range in the X-axis direction or Y-axis
direction of the low-intensity pixel group PG1 taken into
consideration. More specifically, when the size of the digital
image P is 640x480, the radius r(1) of the circle C(1) can be
set using Equation (1) below. The summation 2V is the total
value at the reference pixel PX,,.

r)=/(Z¥/m) Equation (1)

Moreover, the radius r(k) of the circle that surrounds the
low-intensity pixel group PG1, is expressed, for example, by
Equation (2) below.

rl)=r(1)/k Equation (2)

Here, k is a coefficient that is 1 or less. Therefore, it is
possible to set the radius of circles other than the circle C(1)
(for example, the radius of the circle C(2)) such that it is
greater than r(1) but no greater than r(k).

The operation unit 35 calculates the surface area S, and S,
of the circles C(1) and C(2), and calculates the number of
low-intensity pixels N, N, inside each circle. The operation
unit 35 then calculates the ratio R, of the number of low-
intensity pixels (N,-N, ) inside each circle C(1) and C(2) with
respect to the difference in surface area (S,-S,) of circle C(1)
and circle C(2). In other words, R, =(N,-N,)/(S,-S)).

The judgment unit 36 determines whether or not the ratio
R, that was calculated by the operation unit 35 is equal to or
greater than a specified value. When it is determined that the
judgment by the judgment unit 36 is YES, the judgment unit
36 instructs the circle setting unit 4 to once again set a circle.

The circle setting unit 34 receives the instruction from the
judgment unit 36 to set a circle, and then sets a circle C(3) that
has a radius that is greater than the radius of the circle C(2).
The operation unit 35 calculates the surfaceareas S, S; of the
circles C(2) and C(3), and calculates the number of low-
intensity pixels N,, N; that are inside each respective circle
C(2) and C(3). The operation unit 35 then calculates the ratio
R, of the number of low-intensity pixels (N;-N,) in each
circle with respect to the difference in surface area (S;-S,) of
the circles C(2) and C(3). In other words, R,=(N;-N,)/(S;-
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S,). The judgment unit 36 then determines whether or not the
ratio R, that was calculated by the operation unit 35 is equal
to or greater than a specified value.

The processing by the circle setting unit 34, the operation
unit 35 and the judgment unit 36 is repeatedly executed until
the judgment result by the judgment unit 36 is NO. While
repeating this processing, the sizes of the two circles that are
specified on the image of'the pupil of the binary image P2 are
gradually increased. Here, the ratios above R, R,, . . . can
collectively be taken to be R,, (N=1, 2, ...).

When it is determined while repeating this process that the
judgment result by the judgment unit is NO, the judgment unit
36 outputs information such as the radius of the most recently
set circle to the pupil center position identifying unit 37.
When the judgment result by the judgment unit 36 is NO, the
values of the ratios R,; of the two circles calculated by the
operation unit 35 (for example, C(1) and C(2), C(2) and
C(3), . . . ) are less than the specified value. For example, a
caseas illustrated in FIG. 11 is considered in which the circles
C(1), C(2) and C(3) that are set by the circle setting unit 34 are
within the areas specified by the low-intensity pixel group
PG1 and high-intensity pixel group PG2, however, the circle
C(4) protrudes outside the area. In this case, an image of the
pupil is formed inside the circles C(1), C(2) and C(3), and
includes only pixels that belong to either the low-intensity
pixel group PG1 or high-intensity pixel group PG2, so the
ratios R, and R, that are calculated by the operation unit 35
are nearly constant.

On the other hand, pixels other than the pixels that belong
to the low-intensity pixel group PG1 and high-intensity pixel
group PG2 that form the image of the pupil are included in the
circle C(4). These pixels are high-intensity pixels that form
the image of the iris. Therefore, the number of low-intensity
pixels N, that are included inside the circle C(4) is reduced,
and as a result, the ratio R, (=<(N,—N,)/(S,-8,)) that is calcu-
lated by the operation unit 35 becomes less than the specified
value. In this case, the judgment result by the judgment unit
36 is NO. The judgment unit 36 outputs this judgment result
to the pupil center position identifying unit 37.

As can be seen by referencing FIG. 12, the pupil center
position identifying unit 37, by moving the circle C(4) having
reference pixel PX,, as a reference position, searches for the
center position P, of the circle C(4) where the number of
low-intensity pixels included in the circle C(4) becomes the
maximum. The pupil center position identifying unit 37 then
indentifies the found position P, as the position of the center
of the pupil.

Preferably, the radii of the circles C(1) to C(N) are set, so
that they differ based on the size of the pixels by an amount of
one pixel to several pixels. The smaller the difference
between radius of the circle C(N-1) and the radius of the
circle C(N) is, the better the accuracy is for detecting the
center of the pupil.

As illustrated in FIG. 13, the area setting unit 38 defines an
X-Y coordinate system of which the position P, in the image
P1 is the origin. In this coordinate system, the X-axis extends
in the horizontal direction. With the position P, in the image
P1 as a starting point, the area setting unit 38 specifies trian-
gular areas F1 and F2 that are specified by straight lines L1,
L2 that form a 15-degree angle with the X-axis. Next, as
illustrated in FIG. 14 A, the area setting unit 38 sets a plurality
of small arc-shaped areas by dividing the area F1 with a
plurality of arcs having the angle specified by the X-axis and
straight line L1 as the central angle. Moreover, the area setting
unit 38 sets a plurality of small arc-shaped areas by dividing
the area F2 with a plurality of arcs having the angle specified
by the X-axis and straight line 1.2 as the central angle.
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FIG. 14B illustrates a characteristic curve SL that indicates
the relationship between the position x and the average value
of the intensity of the pixels that are included in the small
arc-shaped areas. The iris pattern identifying unit 39 calcu-
lates the average values of the intensity of pixels that are
included in each of the small areas that belong to area F1 or
area F2. The iris pattern identifying unit 39 then calculates a
characteristic curve SL that indicates the relationship
between the position on the X-axis of the small areas and the
corresponding average intensity values. Next, the iris pattern
identifying unit 39, based on the amount of change in this
characteristic curve SL, finds the X coordinates A and D of the
intersection points where the outer edge of the iris crosses the
X-axis.

The X-coordinates A and D of the intersection points can
be identified, for example, by comparing derivative values,
which are obtained by differentiating the characteristic curve
SL at positions x on the X-axis, with specified threshold
values. As can be seen by referencing the characteristic curve
SL of FIG. 14B, there is typically continuity in the amount of
change in the average intensity value on the borders between
the iris area and the white of the eye. Also, in the area of
change from the iris area to the area of the white of the eye, the
amount of change in the average intensity value is greater than
in other areas. By using this characteristic, and using the
derivative values of the characteristic curve SL, it is possible
to accurately find the X coordinates A and D of the intersec-
tion points between the X-axis and the outer edge of the iris.
Also, the X coordinates B and C are the intersection points
between the X-axis and the outer edge of the pupil.

As illustrated in FIG. 15, a circle Cq(0), whose center is
located on the X-axis and whose outer perimeter passes
through point (A,0) and point (D,0) in the XY coordinate
system, is considered. The circle Cq(0) is a circle whose
center point Q, is located at point ((A+D)/2,0), and whose
radius is (D-A)/2. The circle Cq(0) nearly coincides with the
outer edge of the iris, and the circle C(4) nearly coincides with
the outer edge of the pupil. Therefore, the iris pattern identi-
fying unit 39 identifies the area that is specified by the circle
C(4), whose center is position P, in image P1, and the circle
Cq(0) as the area where the image of the iris exists. The iris
pattern indentifying unit 39 then notifies the comparison unit
50 of the identified result.

The comparison unit 50, first, based on the image of the iris
that was identified by the iris pattern identifying unit 39,
generates a code for the target person who will be the object
of comparison.

As illustrated in FIG. 15 the center P, of the circle C(4),
which nearly coincides with the outer edge of the pupil, and
the center Q,, of the circle Cq(0), which nearly coincides with
the outer edge of the iris, do not typically coincide. This is
because, due to parallax, typically the lines of sight of a
person’s left and right eye are not parallel, and even when an
image is taken of an eye from the front of the target person, the
optical axis of the lens (not illustrated in the figure) of the
imaging device and the line of sight are not parallel. The iris
is spherical, so when the optical axis of the lens is at an angle
with respect to the line of sight, the center of the iris and the
center of the pupil become misaligned in the digital image P
that is taken by the imaging device 10.

Taking into consideration the situation above, the compari-
son device 50, as illustrated in FIG. 16, divides the area
specified by the circle C(4), which nearly coincides with the
outer edge of the pupil, and the circle Cq(0), which nearly
coincides with the outer edge of the iris, into eight ring shaped
areas by using seven circles Cq(1) to Cq(7). This operation is
explained in detail below.



US 9,078,600 B2

9

First, the comparison device 50 measures the distance d
between the center P, of the circle C(4), and the center Q, of
the circle Cq(0). The comparison device 50 then calculates
the centers Q, to Q, of the circles Cq(1) to Cq(7) by respec-
tively adding the values obtained by dividing the distance d by
8 to the X coordinate of the center Q. The coordinates of the
centers Q, to Q, are calculated as Q, ((A+D)/2+d/8,0), Q,
((A+D)/2+d/4,0), Q5 ((A+D)/2+3d/8,0), Q, ((A+D)/2+d/2,
0), Qs ((A+D)/2+5d/8,0), Qs ((A+D)/2+3d/4,0) and Q, ((A+
D)/2+7d/8,0).

Next, the comparison device 50 calculates radius r; to
radius r, of the circles Cq(1) to Cq(7) by respectively sub-
tracting the values obtained by dividing the difference
between the radius (r) of circle C(4) and the radius r,, of the
circle Cq(0) by 8 from the radius r, of the circle Cq(0). Radius
r, to radius r, are calculated as 1, : (ry—(r,—1)/8); ry: (rs—2-(ry—
r)/8);15: (rg=3(rg—1)/8); r,: (tg=4(ty—=1)/8); (tg=5-(ty—1)/8); ry:
(ty=6-(1,—1)/8) and r,: (ry=7-(ry—r)/8).

Next, based on the calculation results of the centers Q, to
Q- and radii r, to r, that were calculated as described above,
the comparison device 50, as illustrated in FIG. 16, specifies
seven circles Cq(1) to Cq(7) in the area specified by circle
Cq(0) and circle C(4). As a result, as can be seen by referenc-
ing FIG. 17, the image of the iris that is included in image P1
is divided into eight ring shaped areas A1l to A8 by the seven
circle Cq(1) to Cq(7).

Next, the comparison device 50 divides each of the eight
ring-shaped areas Al to A8 and into 256 small areas. More
specifically, the perimeter of the circles C(4) and Cq(1) to
Cq(7) are divided by 256 arcs having the same central angle.
Moreover, each small area is generated by specifying one arc
group that is formed by the arc of a certain circle (for example,
circle C(4)) and the arc of an adjacent circle to that circle (for
example, circle Cq(7)) that is correlated to the aforemen-
tioned arc, and lines that connect the end points of both arcs.
The method of generating the small areas will be explained in
more detail with reference to FIG. 18.

FIG. 18 illustrates the state of dividing a ring-shaped area
Al that is specified by circle C(4) and circle Cq(7) into 256
small areas. As illustrated in FIG. 18, the comparison unit 50
divides circle C(4) and circle Cq(7) into arcs having a central
angle o (360/256) starting at the intersection between the
respective circle and the X-axis, and by specifying lines that
connect both end points of the correlated arcs, divides the
ring-shaped area A1 into 256 small areas A1, to Al,s,. Simi-
larly, the comparison unit 50 divides the ring-shaped areas A2
to A8 into small areas A2, to A2,,, small areas A3, to A3, .,
small areas A4, to Ad,5,, small areas A5, to AS5,,,, small
areas A6, to A6,5,, small areas A7, to A7, and small areas
A8, 10 A8,5.

Next, the comparison device 50 finds the average intensity
value AVG1,, of the pixels included in a small area Al,
(1=1,2,...,256) for each of the small areas A1, to Al,. that
belong to a ring-shaped area A 1, and by arranging these
average values in order, generates a code 1 [AVG1 |, AVG1,,
AVGl1,]. Similarly, the comparison device 50 finds the
average intensity values AVG2ito AVG8i of the pixels that are
included in the small areas A2/ to A8/ for each ring-shaped
area A2 to A8, and by arranging these average values in order,
generates a code 2 [AVG2,, AVG2,, . . ., AVG2,], a
code 3 [AVG3,, AVG3,, ..., AVG3,], a code 4 [AVGY,,
AVGY,, . . ., AVG4,44], a code 5 [AVGS,, AVGS,, . . .,
AVGS, ], acode 6 [AVG6,, AVGSG,,, . . ., AVG6,.], a code
7 [AVGT,, AVGT,, . .., AVG7,54] and a code 8 [AVGS,,
AVGS,, ..., AVG8,5.]. The comparison device 50 manages
the eight codes 1 to 8 above as one comparison target code
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The comparison device 50 stores data beforehand that is
related to a plurality of code groups that comprise eight codes
that are correlated with unique personal information that is
generated for an image of an iris that is identified using a
process similar to the process performed by the image pro-
cessing device 30. The comparison device 50 compares each
of the comparison target code groups with the code groups
that are stored beforehand (hereafter, referred to as the com-
parison code groups). When a comparison code group is
identified that has a degree of similarity with respect to a
comparison target code group that is equal to or greater than
a specified value, the comparison device 50 outputs that result
and the personal information that is correlated with the com-
parison code group to the outside. On the other hand, when a
comparison code group that has a degree of similarity with
respect to a comparison target code group that is equal to or
greater than a specified value is not identified, the comparison
device 50 outputs that result to the outside.

As explained above, in this first embodiment, a binary
image P2 is generated from a digital image P of an eye, and
taking into consideration the low-intensity pixels of the
binary image P2 and the high-intensity pixels that are in a
specified relationship with those low-intensity pixels, a ref-
erence pixel is set that specifies the center of the pupil. More
specifically, taking into consideration the high-intensity pix-
els that are within a specified distance from each of the low-
intensity pixels, a reference pixel is set that specifies the
center of the pupil. As a result, when compared with identi-
fying the center of the pupil from just the low-intensity pixels,
it is possible to more accurately identify the center of the
pupil. By being able to accurately identify the center of the
pupil, it becomes possible to improve the accuracy of pro-
cessing for identifying the image of the iris that is performed
based on this reference pixel, and as a result it becomes
possible to identify the image of the image with good accu-
racy.

Moreover, in this first embodiment, the centers of the two
circles having different radii coincide with the center of the
position of a reference pixel. A circle that specifies the outer
edge of the image of a pupil is identified based on the change
in the value of the ratio of the number of low-intensity pixels
inside each circle with respect to the difference in the surface
areas of the two circles. Using this circle, the position of the
center of the pupil is identified. As a result, when compared
with the case of identifying the center position of the iris
based on the distribution in the X-axis direction or in the
Y-axis direction of the pixels of the pupil, it is possible to
identify the center position of the pupil with good accuracy.
By doing so, it becomes possible to improve the accuracy of
processing for identifying the image of the iris that is per-
formed based on the identified center position of the pupil,
and thus it becomes possible to identify the image of the iris
with good accuracy.

From the above, in this first embodiment, it is possible to
identify the image of the iris with good accuracy, and thus it
is possible to perform user authentication base on this image
with good accuracy.

Furthermore, in this first embodiment, a circle C(N) having
a statistically proper radius that is based on the result of
Equation (1) and Equation (2), which are derived using the
total value 2V of the reference pixel PX,, is used for calcu-
lating the center position of the reference pixel PX,. As a
result, it is possible to quickly identify the circle that specifies
the outer edge of the iris.

(Embodiment 2)

Next, a second embodiment of the present invention will be

explained with reference to FIG. 19 and FIG. 20. The same
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reference numbers will be used for components that are the
same or equivalent to those of the first embodiment, and any
redundant explanation will be omitted or simplified.

The biometric authentication device 2 of this embodiment
differs from the biometric authentication device 1 of the first
embodiment in that the image processing device 30 is
achieved using construction that is similar to a device such as
a typical computer or work station.

FIG. 19 is a block diagram illustrating the physical con-
struction of the biometric authentication device 2. As illus-
trated in FIG. 19, the biometric authentication device 2 com-
prises an imaging device 10, an image processing device 30
comprising a computer, and a comparison device 50.

The image processing device 30 comprises a CPU (Central
Processing Unit) 30a, a main memory unit 305, an auxiliary
memory unit 30¢, a display unit 304, an input unit 30e, an
interface unit 30f'and a system bus 30g that mutually connects
all of the parts.

According to a program that is stored in the auxiliary
memory unit 30¢, the CPU 30a executes image processing
(described later) on an image P that was taken by the imaging
device 10.

The main memory unit 306 has a RAM (Random Access
Memory). The main memory unit 305 is used as a work area
for the CPU 30a.

The auxiliary memory unit 30c comprises a non-volatile
memory such as a ROM (Read Only Memory), a magnetic
disk, semiconductor memory or the like. This auxiliary
memory unit 30c¢ stores programs that are executed by the
CPU 30a and various parameters. The auxiliary memory unit
30c¢ also stores information that includes processing results
from the CPU 30a.

The display unit 30d comprises a CRT (Cathode Ray Tube)
or LCD (Liquid Crystal Display). The display unit 304 dis-
plays processing results from the CPU 30aq. In this embodi-
ment, every time processing is executed on the digital image
P, a binary image P2 and image P3 are displayed on the
display unit 304 as the processing results.

The input unit 30e comprises a keyboard and pointing
device such as a mouse. Instructions from an operator are
inputted from this input unit 30e and notified to the CPU 30a
via the system bus 30g.

The interface unit 30/ comprises a serial interface or LAN
(Local Area Network) interface. The image device 10 and
comparison device 50 are connected to the system bus 30g via
an interface unit 30f

The flowchart in FIG. 20 corresponds to a series of pro-
cessing algorithms of a program that is executed by the CPU
30a of'the image processing device 30. The image processing
that is performed by the image processing device 30 is
explained with reference to FIG. 20. This image processing is
achieved by the CPU 30q controlling the main memory unit
304, auxiliary memory unit 30c¢, display unit 304 and inter-
face unit 305 all together according to a program that is read
from the auxiliary memory unit 30c.

First, the CPU 304 extracts low-intensity pixels having a
intensity that is equal to or less than a specified value from
among the plurality of pixels that form the digital image P that
was taken by the imaging device 10 (step S101). More spe-
cifically, the CPU 30aq extracts low-intensity pixels from the
binary image P2 that is obtained through image transforma-
tion of the digital image P using a threshold value.

Next, the CPU 30a sequentially selects extracted low-in-
tensity pixels, and assigns the value 1, for example, to each of
aplurality pixels that are within a specified distance from the
selected low-intensity pixels (step S102).
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The CPU 30aq then sets the pixel having the largest total
value of assigned values as a reference pixel PX, (step S103).
The position of the reference pixel PX,, nearly coincides with
the center of the iris of the eye in the image P1 (FIG. 9).

Next, the CPU 30a sets a circle C(1) whose center is the
reference pixel PX,, and a circle C(2) having a radius that is
greater than the radius of the circle C(1) (step S104).

The CPU 30qa then performs operation processing (step
S105). Here, the CPU 30a, first, calculates the surface areas
S1 and S2 of the circles C(1) and C(2), and the number of
low-intensity pixels N, and N, that are inside the circles C(1)
and C(2). Next, the CPU 30aq calculates the ratio R, of the
number of low-intensity pixels in each circle (N,-N,) with
respect to the difference in surface areas (S,-S)) of the circle
C(1) and circle C(2) (here, R; (=(N,-N,)/(S8,-S)))).

Next, the CPU 304 determines whether or not the ratio R,
is equal to or greater than a specified value (step S106). When
the ratio R,, is equal to or greater than a specified value (step
S106: YES), the CPU 30aq returns to step S104.

In this case, the CPU 30a newly sets a circle C(3) having a
radius that is greater than the circle C(2) (step S104). The
CPU 30a then calculates the surface areas of the circles C(2)
and C(3) and the number of low-intensity pixels N, and N
inside each circle, and calculates the ratio R, (N;-N,)/(S;-
S,)) of the number of low-intensity pixels in each circle
(N5-N,) with respect to the difference between the surface
areas (S;-S,) of circle C(2) and circle C(3) (step S105). After
that, processing from step S104 to step S106 is repeated until
the ratio R,, becomes less than a specified value (step S106:
NO).

When the ratio R, becomes less than a specified value (step
S106: NO), the CPU 30a moves to step S107. For example, as
illustrated in FIG. 11, when circle C(4) is set so that it pro-
trudes out from the area specified by pixel groups PG1 and
P@G2, the judgment in step S106 is NO.

Next, by moving the circle C(4) with the reference pixel
PX, as a reference position, the CPU 30a searches for the
center position P, of the circle C(4) where the number of
low-intensity pixels that are included in the circle C(4)
becomes a maximum, and identifies the found position P, as
the position of the center of the pupil (step S107).

The CPU 30a then sets a plurality of arc shaped small areas
(step S108). Here, the CPU 304 first defines an XY coordinate
system with the position P, in the image P1 as the origin, and
with the position P, in the image P1 as the starting point,
specifies triangular areas F1 and F2 that are specified by
straight lines [.1 and [.2 that form 15-degree angles with the
X-axis. Next, the CPU 30a sets a plurality of arc-shaped small
areas by dividing area F1 with a plurality of arcs having an
angle specified by the X-axis and the straight line [.1 as a
central angle (FIG. 14A). Furthermore, the CPU 30q sets a
plurality of arc-shaped small areas by dividing area F2 with a
plurality of arcs having an angle specified by the X-axis and
the straight line 1.2 as a central angle.

The CPU 30a then calculates the average intensity values
of the pixels included in the small areas for each small area
that belongs to area F1 or areas F2, and calculates a charac-
teristic curve SL that indicates the relationship between the
position on the X-axis of the small areas and the correspond-
ing average intensity values (step S109).

Next, the CPU 30q identifies the iris pattern (step S110).
More specifically, based on the amount of change in this
characteristic curve SL, the CPU 30a finds X coordinates A
and D, which are intersection points where the outer edge of
the iris crosses the X-axis, and identifies where the image of
the iris is positioned in the area specified by the circle C(4)
and circle Cq(0) in the image P1 (see FIG. 15).
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The CPU 30a then outputs information that includes the
processing results of step S110 to the comparison device 50
(step S111), and ends this series of processes.

After that, the comparison device 50 divides the image of
the iris that was identified by the image processing device 30
into eight ring-shaped areas A 1 to A8. Furthermore, the
comparison device 50 divides each of the ring-shaped areas A
1 to A8 into 256 small areas.

Next, the comparison device 50 finds the average intensity
values AVG1, to AVGS; of the pixels included in the small
areas Al, to A8, for each ring-shaped area Al to A8, and
generates comparison target code groups comprising codes 1
to 8 in which these average values are arranged in order.

Comparison device 50 then compares the comparison tar-
get code groups with a plurality of code groups comprising
the eight codes that were correlated with personal informa-
tion for identification that was acquired beforehand. When a
comparison code group is identified that has a degree of
similarity with the comparison target code groups that is
equal to or greater than a specified value, the comparison
device 50 outputs the result and the personal information
correlated with that comparison code group to the outside. On
the other hand, when no comparison group is identified that
has a degree of similarity with the comparison target code
groups that is equal to or greater than a specified value, the
comparison device 50 outputs that the result to the outside.

As explained above, in this second embodiment, a binary
image P2 is generated from a digital image P of an eye, and a
reference pixel that specifies the center of the pupil is set by
taking into consideration the low-intensity pixels of the
binary image P2 and the high-intensity pixels that are in a
specified relationship with each of the low-intensity pixels.
More specifically, a reference pixel that specifies the center of
the pupil is set by taking into consideration the high-intensity
pixels that are within a specified distance from each of the
low-intensity pixels. By doing so, in comparison with the case
of identifying the center of the pupil from just the low-inten-
sity pixels, for example, it is possible to more accurately
identify the center of the pupil. As a result, the accuracy of
processing for identifying the image of the iris, which is
performed based on this reference pixel, is improved, and
thus it becomes possible to identify the image of the iris with
good accuracy.

Moreover, in this second embodiment, two circles having
different radii are such that the centers of the circles coincide
with the position of the reference pixel. A circle that specifies
the outer edge of the image of the pupil is identified based on
the change in the value of the ratio of the number of low-
intensity pixels within each circle with respect to the difter-
ence in the surface areas of the two circles. Then, using this
circle, the center position of the pupil is identified. In doing
so, when compared with the case of identifying the center
position of the pupil based on the distribution in the X-axis
direction or the distribution in the Y-axis direction of the
pixels of the pupil, it is possible to identify the center position
of the pupil with good accuracy. As a result, the accuracy of
processing for identifying the image of the iris, which is
performed based on the center position of the identified pupil,
is improved, and thus it becomes possible to identify the
image of the iris with good accuracy.

Furthermore, in this second embodiment, it is possible to
identify the image of the iris with good accuracy, so it is
possible to perform user authentication based on this image
with good accuracy.

(Embodiment 3)

Next, a third embodiment of the present invention will be

explained with reference to FIG. 21 and FIG. 22. The same
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reference numbers will be given to components that are the
same or similar to those of the first embodiment and second
embodiment, and any redundant explanation will be omitted
or simplified.

The biometric authentication apparatus of this embodi-
ment differs from the second embodiment described above in
that the CPU 30qa determines the quality of the image of the
iris.

The flowchart in FIG. 21 corresponds to a series of process
algorithms of a program that is executed by the CPU 30a of
the image processing device 30 of this third embodiment.

In step S105, the CPU 30a, together with setting a circle
C(N), also calculates the percentage (saturation) of the num-
ber low-intensity pixels with respect to the number of pixels
included in the circle C(N), and stores the result in the main
memory unit 305. After the processing of step S107 has
ended, the CPU 30a determines whether or not the image of
the pupil satisfies a specified quality (step S120).

In this step S120, the CPU 304q first, based on information
related to the saturation stored in the main memory unit 305,
calculates the curve S1 illustrated in FIG. 22A. This curve S1
is a curve indicating the relationship between the radius ofthe
circle C and the saturation. Next, the CPU 30a performs an
operation on this curve S1 using a {1, 1, 0, -1, -1} filter, and
calculates the curve S2 illustrated in FIG. 22B. More specifi-
cally, the CPU 30a sequentially calculates a judgement value
of'the position r by adding the difference in the saturation at a
position separated by one pixel from the coordinate r and the
difference in the saturation at a position separated by two
pixels.

The CPU 30a then, by determining whether or not the
judgment value is equal to or greater than a reference value
V1], determines whether or not the image of the pupil satisfies
a specified quality. When the image of the pupil satisfies a
specified quality (step S120: YES), the CPU 30a performs the
processing from step S108 on. However, when a judgment
value equal to or greater than the reference value VI, and the
image of the pupil did not satisfy a specified quality (step
S120: NO), the CPU 30a changes the threshold value used for
generating the binary image (step S121), and executes the
processing of step S101 again. The CPU 30a repeats the
processing from step S101 to step S121 until the judgment
result in step S120 is YES.

As explained above, in this third embodiment, after the
center position of the pupil is set step in S107, the quality of
the image of the pupil is determined (step S120). Therefore, it
is possible to avoid performing the processing from step S108
to step S111 based on a center position of the pupil having low
reliability, so as a result, it is possible to improve the authen-
tication accuracy.

When the judgment value does not exceed the reference
value VI even though the processing of step S120 has been
executed the specified number of times, the CPU 30a deter-
mines that the value of the radius r that corresponds to the
maximum judgment value is the circle that coincides with the
outer edge of the image of'the pupil, so that the center position
of the pupil can be searched for using this circle.

In this embodiment, quality judgment was performed
using the operation results of using a filter on the curve S1;
however, quality judgment could be performed using a
derivative of the curve S1.

Embodiments of the present invention have been explained
above, however, the present invention is not limited by the
embodiments above.

For example, in the embodiments above, the pixel having
the largest value of totaled assigned values was set as a ref-
erence pixel PX,; however, the invention is not limited to this,
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and it is possible to set the pixel that corresponds to the
position where the total sum of the distances from a plurality
of'pixels having a value oftotaled assigned values that is equal
to or greater than a specified value is the smallest as the
reference pixel.

Moreover, in the embodiments above, a value of 1 was
assigned to a plurality of pixels within a specified distance
from selected low-intensity pixels; however, the invention is
not limited to this, and it is possible to assign the largest value
to a selected pixel, and for other pixels, to assign values that
become smaller as the distance from the selected pixel
becomes greater. It is also possible for the assignment unit 32
to directly assign intensity to the pixels instead of applying a
value 1. As a result, the totaled value of each pixel becomes,
as is, the intensity of each pixel.

Furthermore, in the embodiments above, as illustrated in
FIG. 14A, a characteristic curve SL was calculated based on
an area F1 that was specified by the X-axis and a straight line
L1, and an area F2 that was specified by the X-axis and a
straight line 1.2, however, for example, as illustrated in FIG.
23, the areas can be specified so as to include straight lines [.3
and [4 that make an angle of 10 to 15 degrees with the X-axis.
In this case, for example, even when the image of the eye-
lashes of the upper eyelid is mixed with the image of the iris
below the X-axis, it is possible to calculate the characteristic
curve SL. with good accuracy. In short, a plurality of arc
shaped small areas are set by uniformly dividing, in a radial
direction, two areas, which extend radially to both sides
approximately in the X-axis direction from position P, as a
starting point and having a specified central angle, in the
radial direction by circular arcs having the position P, as a
center, however, preferably the areas that extend radially from
position P, as a starting point and having a specified central
angle are areas that extend radially downward below the
X-axis.

In the embodiments above, 256 small areas were set by
dividing ring-shaped areas Al to A8; however, the invention
is not limited to this, and it is possible to set rectangular areas,
which are formed by connecting the end points of a set of arcs
that are correlated by being adjacent circles, along the respec-
tive ring-shaped areas Al to A8.

Moreover, in the embodiments above, the image process-
ing device 30 extracted low-intensity pixels by transforming
adigital image P to a binary image P2, however, the invention
is not limited to this, and it is possible to directly extract
low-intensity pixels from the intensity of pixels of the digital
image P.

The image processing device 30 of the embodiments above
can be achieved by special hardware, or by a normal computer
system.

The program that is stored in the auxiliary memory unit 30¢
of'the image processing device 30 of the second embodiment
above can be stored on a computer readable recording
medium such as a flexible disk, CD-ROM (Compact Disk
Read-Only Memory), DVD (Digital Versatile Disk), MO
(Magneto-Optical disk) or the like, and distributed, or a
device that executes the processing above can be constructed
by installing that program in a computer.

Furthermore, the program above can be stored on a disk
drive of a specified server device on a communication net-
work such as the Internet, and superimposed on a carrier wave
and downloaded to a computer.

The program above can also be activated and executed
while being transferred via a communication network.

Moreover, the image process described above can be
executed by executing all or part of the program above on a
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server device, and transmitting and receiving information
related to that processing via a communication network.

When achieving the functions above by sharing by the OS
(Operating System), or by the OS and applications working
together, it is possible to store just the part other than the OS
on a recording medium and distribute that part, or to down-
load that part to a computer.

Various embodiments and variations of the present inven-
tion are possible within the broad spirit and scope of the
invention. The embodiments described above are for explain-
ing the present invention and do not limit the scope of the
invention. In other words, the scope of the present invention is
as disclosed in the claims and not the embodiments. More-
over, various modifications and variations that are within the
scope of the claims or within the scope of an equivalent
invention are considered to be within the scope of the present
invention.

INDUSTRIAL APPLICABILITY

The image processing device, image processing method,
and recording medium of the present invention are applied to
identifying an image of an iris that is included in an image of
an eye. Moreover, the biometric authentication device of the
present invention is applied to performing authentication
using an iris pattern.

EXPLANATION OF REFERENCE NUMBERS

1,2 Biometric authentication device
10 Imaging device
30 Image processing device
30a CPU
305 Main memory unit
30¢ Auxiliary memory unit
304 Display unit
30e Input unit
307 Interface unit
30g System bus
31 Low-intensity pixel extraction unit
32 Assignment unit
33 Reference pixel setting unit
34 Circle setting unit
35 Operation unit
36 Judgment unit
37 Pupil center position identifying unit
38 Area setting unit
39 Iris pattern identifying unit
40 Accuracy judgment unit
50 Comparison device
P Digital image
P1 Image
P2 Binary image
P3 Image
PX Pixel
PX, Reference pixel
PG1 Low-intensity pixel group
PG2 High-intensity pixel group
F1, F2 Area
Al to A8 Ring shape area
C, Cq Circle
The invention claimed is:
1. An image processing device comprising:
an extraction unit that extracts, as an image portion corre-
sponding to a pupil, low-intensity pixels, which have
intensity equal to or less than a specified intensity, from
a digital image of an eye;



US 9,078,600 B2

17

an assignment unit that sequentially selects the low-inten-
sity pixels that were extracted by the extraction unit, and
sequentially assigns specified values to each pixel that is
within a specified distance from the selected low-inten-
sity pixels; and

a setting unit that, based on a value that is totaled for each
pixel of values that are assigned to the pixels, sets a
reference pixel that corresponds to the center of the pupil
of'the eye.

2. The image processing device according to claim 1, fur-

ther comprising:

aspecification unit that, in the digital image, specifies a first
circle, the center thereof being the reference pixel, and a
second circle having a radius greater than that of the first
circle;

an operation unit that calculates the ratio of the amount of
increase in the number of low-intensity pixels inside the
second circle from the number of low-intensity pixels
inside the first circle with respect to the amount of
increase in the surface area of the second circle from the
surface area of the first circle; and

a position detection unit that, when the ratio calculated by
the operation unit is equal to or less than a specified
value, moves the second circle and detects the position
of the center of the second circle where the number of
low-intensity pixels inside the second circle becomes a
maximum.

3. The image processing device according to claim 2, fur-

ther comprising

an evaluation unit that, based on the correlation value
between the number of all of the pixels inside the second
circle and the number of low-intensity pixels, evaluates
the quality of the image of the pupil that comprises the
low-intensity pixels that were extracted by the extraction
unit; wherein

the specified intensity is set based on the evaluation result
from the evaluation unit.

4. The image processing device according to claim 3,

wherein

the correlation value is calculated based on one of the ratio
of low-intensity pixels with respect to the number of
pixels inside the second circle, the ratio of number of
low-intensity pixels inside the second circle and the
number of low-intensity pixels other than the low-inten-
sity pixels inside the second circle, and the ratio of the
amount of increase in the distance from the reference
pixel and the amount of increase in the number of low-
intensity pixels within the distance.

5. The image processing device according to claim 2, fur-

ther comprising:

an area setting unit that sets a plurality of arc-shaped small
areas by uniformly dividing, in a radial direction, two
areas, which extend radially from both sides approxi-
mately in the horizontal direction from the position of
the center of the second circle that was detected by the
position detection unit as a starting point and having a
specified central angle, using a plurality of circular arcs
having the position of the center of the second circle as
the center;

a characteristic curve calculation unit that calculates a
characteristic curve that indicates fluctuation in the
radial direction of the average intensity value of pixels
included in the small areas; and

an iris pattern identifying unit that identifies an iris pattern
based on the amount of change in the calculated charac-
teristic curve.
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6. The image processing device according to claim 5,
wherein
the area setting unit
sets a plurality of arc shaped small areas in areas that
extend radially further downward than the horizontal
from the position of the center of the second circle that
was detected by the position detection unit as a starting
point.
7. The image processing device according to claim 1,
wherein
the setting unit sets the pixel having the maximum value of
totaled assigned values as the reference pixel.
8. The image processing device according to claim 1,
wherein
the setting unit sets the pixel corresponding to the position
where the sum of the distances of all of the pixels having
a value of totaled assigned values that is equal to or
greater than a specified value is minimum as the refer-
ence pixel.
9. The image processing device according to claim 1,
wherein
the specified value is intensity.
10. The image processing device according to claim 1,
wherein
the value assigned to the pixel becomes smaller according
to the distance from the selected low-intensity pixels.
11. The image processing device according to claim 1,
wherein
the digital image is a binary image.
12. A biometric authentication device comprising:
an imaging device that takes a digital image of an eye; and
the image processing device according to claim 1.
13. An image processing method comprising steps of:
extracting low-intensity pixels, which have intensity equal
to or less than a specified intensity, from a digital image
of an eye;
sequentially selecting the low-intensity pixels that were
extracted, and sequentially assigning specified values to
each pixel that is within a specified distance from the
selected low-intensity pixels;
setting, based on a value that is totaled for each pixel of
values that are assigned to the pixels, a reference pixel
that corresponds to the center of the pupil of the eye;
specifying, in the digital image, a first circle, the center
thereof being the reference pixel, and a second circle
having a radius greater than that of the first circle;
calculating the ratio of the amount of increase in the num-
ber of low-intensity pixels inside the second circle from
the number of low-intensity pixels inside the first circle
with respect to the amount of increase in the surface area
of the second circle from the surface area of the first
circle; and
when the ratio calculated by the operation unit is equal to or
less than a specified value, moving the second circle and
detecting the position of the center of the second circle
where the number of low-intensity pixels inside the sec-
ond circle becomes a maximum.
14. A computer readable recording medium, a program
being thereon that causes a computer to function as:
an extraction unit that extracts low-intensity pixels, which
have intensity equal to or less than a specified intensity,
from a digital image of an eye;
an assignment unit that sequentially selects the low-inten-
sity pixels that were extracted by the extraction unit, and
sequentially assigns specified values to each pixel that is
within a specified distance from the selected low-inten-
sity pixels;
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a setting unit that, based on a value that is totaled for each
pixel of values that are assigned to the pixels, sets a
reference pixel that corresponds to the center of the pupil
of'the eye;

aspecification unit that, in the digital image, specifies a first
circle, the center thereof being the reference pixel, and a
second circle having a radius greater than that of the first
circle;

an operation unit that calculates the ratio of the amount of
increase in the number of low-intensity pixels inside the
second circle from the number of low-intensity pixels
inside the first circle with respect to the amount of
increase in the surface area of the second circle from the
surface area of the first circle; and

a position detection unit that, when the ratio calculated by
the operation unit is equal to or less than a specified
value, moves the second circle and detects the position
of the center of the second circle where the number of
low-intensity pixels inside the second circle becomes a
maximum.
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